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Abstract
This paper aimed to investigate and study some new subclasses of univalent
starlike, convex and close — to — convex functions which defined by Jung, Kim

and Srivastava operator P“. The inclusion relations are established and the
properties of integral operator P“ in these subclasses is discussed.
Also We obtain some results of inclusion relations for composition operation

of the operatorP”, and Bernardi integral operator‘]"vl: Pa(‘]cvlf (2)) of
functions f(z), belonging to these subclasses of univalent analytic functions.
The main results of this paper are to obtain the properties and inclusion

relations for subclasses of univalent functions involving the operator P“ and
P (Fei1(2)
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1. Introduction

Let A denote the class of function of the form:

f@)=z+Yr_,a,z". (1.1)
Which are analytic in the open unit disk U = {z: |z| < 1}.
A function f € A is said to be in the class S*(a) of univalent starlike
functions of order o, if it satisfies

z2f (2)
Re(f())>a(0<a<1 z€eU). (1.2)

We write $*(0) = S* the class of univalent starlike functions in U.

A function f € A is said to be in the class C(a) of univalent convex
functions of order o, if it satisfies

2" (2)
Re(1+ f())>a O<a<1lzel). (L3)

The class of univalent convex functions in U is denoted by € = €(0). It
follows from (1.2) and (1.3) that
f(z) € C(a) ifand only if
zf'(z) € S*(a),(0 < a < 1). (1.4)
These classes S* and € was introduced by Goodman [1, 2].

Furthermore, a function f € Ais said to be univalent close-to-convex of
order p and Type y in U, if there exists a function g € S*(y) such that

Re(zf((?) >B (0<B,y<1,z €l). (1.5)

We denote by B(f,7) , the subclass of A consisting of all such functions.

The class B(B, y), was studied by Kaplan [3] and Libera [4].

For the functions f;(z) (j = 1,2) defined by

fi(2) =z+ X a,; z~. (1.6)

We denote the Hadamard product (or convolution)

fi@) * f,(2) = 2+ Yo, apaaz . (L.7)

For f(z) e A given by (1.1), Jung, Kim and Srivastava [5], have
introduced the following one parameter integral operator:
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Pef(z) = Zlf("‘a) N (ln%)a_l f(Odt ,(a>0), (18)
or equivalently by
Pf@) =2+ 550 (%) @z (@>0).  (L9)

From (1.9),' we get the identity
z2(P%f(2)) = 2P 1f(2) — PYf(2).  (1.10)

Using the operator P*f(z) , we now introduce the following classes.
Se(D) ={feA:P*1f(2) eS*(1),0< 1< 1,a > 0}
C,(D)={feA:P*1f(z) eC(1),0<1<1,a>0}
and
By(B,y) ={f €A: P* ' f(2) € B(B,¥),0< B,y <1,a>0}
In this paper, we shall establish inclusion relations for these classes and
investigate integral operator in these classes.

2. Inclusion Relations

In order to prove our main results, we shall require the following lemma.

Lemma [6,7,8]

Let ¢ : D — C, D c CxC (Cisthecomplexplane).

and let u =uy +iu,, v =v; +iv,. Suppose that the function ¢(u,v)
satisfies

(i) ¢(u, v)is continuous in D; (ii) (1,0) € D and Re{¢(1,0)} > 0; (iii) for
all (iu,, v,) € D such that
(1 +u3) .
— Re{¢(iuy,v1)} < 0.

Let p(z) = 1+ pyz + p,z% + --- be regular in the unit disk U, such that
(p(2),zp'(z)) e Dforall ze€ U. If Re {d) (p(z),zp'(z))} >0(z€el).

Then Re{p(z)} > 0 (z € U).

Our first theorem is stated as:
Theorem 1.

vlﬁ—

S, S ), (a>0).

Proof. Let f € S;(4) and set

% — A+ (1-Dh(z), (21)

whereh(z) = 1+ ¢,z + c,z% + --- using the identity (1.10), we have
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P*1f(z) _ 1 z(P“f(z))' _1 B
Paf(z) 2 [ parz) T 1] =4+ (1 =Dh(2) +1]. (2.2)

Differentiating (2.2), an'd multiply both sides by z, we obtain
z(P*1f(2)) B z(P%f(2)) N (1 —2)zh'(2)
Pe-1f(z) — Pef(z) A+(1—-MDh(2)+1

'

2(Pa1f(2) B (1-)zh'(2)
Pa-lf(z) A== MDhz)+ 1+A+(1-Dh(2)’ (2.3)

Now we form the function ¢(u,v) by taking u=h(z),v=
zh'(z)in (2.3)as:
a1-Av
d)(u, U) = (1 - /1)u + m (24)
It is easy to see that the function ¢ (u, v) satisfies conditions (i) and (ii) of
Lemmal,inD = («I — {ﬂ}) x C.

A-1
To verify condition (iii), we calculate as follows:
. (1=, }
R =R
e $liuz vy) 8{1 A+ (1= Ding

A=A+ Dy
S (A+DZ+ (- D)2ud
A-DA+1)(1+u?)
_ <0,
2{(1+)?+(1-1)%us}
1+u?)

where v; < — and (iu,,v,) € D. Therefore the function ¢(u,v)

satisfies the conditions of Lemma 1. This shows that if
Re ¢(h(z),zh’(z)) >0 (zeU), then Reh(z) >0(z€U), that is if
f(z) € S3(A) then f(2) € S;4+1(A4). The proof is complete.

Theorem 2.
Ca(D) € Cay1(D), (a > 0).
Proof. f(z) € C,(1) & P* 1f(2) € CQ)
& z(P*71f(2)) € S* (D)

& P (zf) e ST (D)
= zf (2) € S (D)
= zf'(2) € Sp11 (D)
< pP® (zf’(z)) eS*(1)
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= z(Pf(2)) €S (A)
& PUf(2) € CA)

& f(2) € Coy1 (D)
Which evidently proves Theorem 2.

Theorem 3.

BO((,B'V) C Ba+1(,8'y)-

Proof .Let f(z) € B,(B,y). then there exists a function k(z) € S*(y)
such that

Re{%}x@,@e U).

Taking the function g(z) which satisfies P*"1g(z) = k(z), we have
g(z) € Sz(y)and

Z(P“"lf(z))’
RQ{W} >B,(Z S U)
Now set
2P @) _
=B+ (1-Ph@), (25

where h(z) =1+ ¢,z + ¢,z% + -+ from (2.5), we have

2(PPF(2) = PPg(2)[B+ (1 - Ph(2)].  (26)
So that from (2.6) and the identity (1.10), we have

22(P*1f(2)) = z(P*g(2)) [f + (1 — Bh(2)]

+Peg(2)[(1 — B)zh'(2)] + z(P*f (2)). 2.7)
Now apply (1.10) for the function g(z) and use (2.7) to obtain

Z(P“_lf(l)) _ ,8 n (1 —,B)h(Z) n P%g(z) ((l—ﬁ)zh'(z)). (28)

Pa-1g(z) Pa~1g(z) 2
Since g(z) € S;(y) and S;(y) < S, (y), we let
Z(P“g(z))
—_— = 1—a)H(2),
pigy = o+ (- DHE@)

whereRe(H(z)) >0, (z€U).Thus(2.8),can bewritten as:

2(P*1f(2)
pP*~1g(z)

—B =1 -Ph(z) + LD _ ;g

1+y+(1-y)H(z)
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Now we form the function ¢ (u, v) by taking
u = h(2),v = zh'(2)in (2.9)as:
(1-pw

) = =P T G @
It is easy to see that the function ¢ (u, v) satisfies conditions (i) and (ii)
of Lemmal,inD = C X C.
To verify condition (iii), we proceed as follows:

. B A= [1+y+ A —p)hi(xy)]
Rep(iu,,vy) = — > — =
[1+y+ A=)+ (1= y)h(x p)]
where H(z) = hy(x,y) + ihy(x,y) , hi(x,y) and h,(x, y)
being functions of x and y and
ReH(z) = hy(x,y) > 0.
—(1+u?)
2

, we have

. B (1= +u)[1+y+ (1 —py)hi(xy)]
Reg iz v) = = [ A e + [ = PhaGe)P ~
Hence Reh(z) >0, (z€ U),andso f(2) € Ber1(B, 7).

This completes the proof of Theorem 3.

By putting v; <

3. Integral operator

For ¢ > —1 and f(z) € A, Bernardi [9],was introduced the integral
operator J.,f(z) as:
1
Jei(f@) =7 [t f(©de. (3.1)
In particular, the operator J; ; was studied earlier by Libera [10] and
Livingston [11].

Theorem 4.
LetC > —y If f(2) € Sa(y),then .1 f(z) € Sa(¥).
Proof: Let f(z) € S;(y), from (3.1), we have
2(Peaf(2) = €+ DP (D) = cPYorf@) . (32)
Set

Z(Pa_lfc,1f(z)),
e VT (1 =y)h(2), (3.3)

whereh(z) =1+ ¢,z + c,2% + -+
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Using the identity (3.3), (3.2), we have
a—1
L2 = —[c+y+(1-Ph()]. (34)

PE1yoif(2) o+l
Differentiating (3.4),and multiply both sides by z, we get

2(Pif () 2 (PUYeaf (@) . -y
Peif(z) P Y. f(z2)  ct+y+(1-p)h(z)
From (3:3), we get

(P @) (1-P)2h' @)
Pa-1f(z) -V = (1 - V)h(Z) + m (35)

Now we form the function ¢ (u, v) by taking
u = h(z),v = zh'(2)in (3.5)as
p(w,v) =A—-p)u+ 1=y :
’ c+y+ @ —pu
It is easy to see that the function ¢ (u, v) satisfies conditions (i) and (ii) of
. c+
Lemmal,in D = ((C — {y—_’;}) X C.
To verify condition (iii), we calculate as follows:
Rep(iuy,vy) = Re{ a4 -pw }
' c+y+ A —-ypiu,
~ A=yl +prn
e+ (-2
_a-petntud) _
T2+ A-ntg
a+ud)

where v; < — , and (iu,,v,) € D, therefore the function¢(u,v),

satisfies conditions of Lemma 1. This shows that if Re¢p(u, v) > 0,z € U, then
Re(h(z)) > 0thenJ.,f(z) € S3(y). The proofis complete.

Theorem 5.

Let> —y,If f(2) € c,(y), then ] 1f(2) € Co(¥).
Proof. Let f(2) € c,(y) = zf (2) € S.(y)
= Jo1 (zf'(z)) € S, (y) [Theroem 4]

Jor (f @) € S2n) © 2(Jerf @) €S2y
S Jorf(@) € cay).

The proofis complete
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Theorem 6.

Let ¢ > —y.1f f(2) € B(B,y) then . 1f(2) € By (B, ).
Proof. Let f(z) € B,(B,y). Then by the definition there exists a function
g(z) € Sg(y) such that

. {Z(P“‘lf(Z))

e W]>B, (z € U).

Put

(Pl @)
e B+ (1 —pB)h(z), (3.6)

whereh(lz) =1+c¢z 1{- c,z% + ---From (3.2), we have
e B s i)
(c + VP (2) = P Yeaf (2) = (P Y.18(2) ) (B + (1 = BIA(2)).
Differentiating both sides and multiply by z, we get
(c + D2(Pf (@) = 2(P*Yer(9@)) [B+ (1~ BA(2)]
+(PYox(92)) (1 = Pz’ () +

ez (P a(f@)). B

Now apply (3.2) for the function g(z) and use (3.7), to obtain

Z(P“_lf(z)), _ P ca(g(2) (1-p)zh'(2)
~ e = B+ (1—PB)h(z) + i) ert . (3.8)

Since g(z) € s,(y), then from Theorem 4,
Jea(f(2)) € Sa(y),we let
Z(Pa_llc,1(g(l))) _
Pa-1g(z) =y+ (1 - V)H(Z)-

Where Re(H(z)) > 0 (z € U). Thus (3.8) can be written as:
dpr@) (1-p)zn' @)

Pa-1g(z) - B - (1 - ﬁ)h(Z) + cty+(L4NHZ) (39)
Now we form the function @(u, v) by taking

u=h(z),v=2zh'(z) in (3.9)as:

gy Gpw
(l)(u; v)=(1 ﬁ)u + u+y+(1-y)H(2)’
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It is easy to see that the function ¢(u, v)satisfies conditions (i) and (ii) of

Lemmal,in D = C XC.

To verify condition (iii) we proceed as follows:

A=Pv[1+y+A=pyh(xy)]

Rep(iuy,vy) =

[1+y+ A =Y)hiC]? + (A = y)hy(x, )]

whereH (z) = hy(x,y) + ih,(x,y) ,hy(x,y) and h,(x,y) being functions of

x and y and ReH(z) = h,(x,y) > 0.

2
By putting v; < — (1+2u2), we have

A-BA+ud)1+y+ A —=y)h(xy)]

Reg(iu,,vy) = —
Hence Reh(z) >0, (z€ U)

20 +7 + A - PDhEOE+ A - D@ =

and so f(z) € By+1(B,v). This completes the proof of Theorem 6.
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